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Abstract 

The manual evaluation of subjective papers is a difficult and time-consuming task. In 

education and other professions, evaluating subjective responses is a crucial activity, 

but it is frequently subjective and time-consuming. In this study, we suggest a machine-

learning and natural language processing-based automated method for assessing 

subjective responses. 

The system will employ NLP approaches to extract variables like word frequency, 

phrase length, and sentiment analysis after being trained on a dataset of graded 

subjective replies. The grades of fresh subjective answers will subsequently be 

predicted using machine learning methods based on these extracted features.We will 

compare our system's performance to other methods already in use for evaluating 

subjective answers using measures like accuracy, precision, and recall.Additionally, we 

will conduct cross-validation to make sure that our model applies well to fresh data.The 

project has the ability to provide objective and consistent evaluations while also 

drastically reducing the time and effort needed for subjective answer evaluation. It can 

be used in a variety of ways in education and other industries, like e-learning tools and 

online education platforms. By using these technologies to address a real-world issue, 

it can also advance the fields of machine learning and NLP.Using cutting-edge machine 
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learning and NLP approaches, this project seeks to automate and enhance the subjective 

answer evaluation process in order to increase its effectiveness, accuracy, and 

dependability. 

Keywords: Subjective answer evaluation, natural language process, machine learning, grades 

of the answer. 

 

1. Introduction  

 

In the current digital era, technology has fundamentally changed a number of industries, 

including education. Subjective answer grading is still a manual, time-consuming job that 

usually involves subjectivity and error. To address this issue, we published the project 

"Subjective Answer Evaluation using Machine Learning and NLP."The objective of the 

research is to develop an automated system that can effectively evaluate subjective answers by 

combining machine learning and natural language processing. In order to score a subjective 

response, the checker must carefully read each word in the response. The total outcome is 

greatly influenced by the checker's mental state, level of exhaustion, and objectivity. Therefore, 

allowing a machine to undertake this time-consuming and fairly important duty of 

 

Additionally, it can help in providing objective and consistent judgements, reducing the 

likelihood of subjectivity and errors.Academic institutions, e-learning platforms, and online 

learning systems may all be applications for the project. The application of these methods to a 

real-world problem can enhance the study of machine learning and natural language 

processing.Overall, this endeavor has the potential to transform subjective answer evaluation 

and raise its efficacy, reliability, and correctness.  

 

2. Literature Review 
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1. Kissan G. Gauns Dessai; Venkatesh V. Kamat; Ramrao S. Wagh et al Proposed” 

Effective Use of Rubrics in Computer Assisted Subjective Answer-Script 

Evaluation” IEEE-202 

Compiling the results and evaluating student exam answer sheets are two time-

consuming but essential post-exam duties. Errors in marking, tabulating, recording, and 

computation are frequently present in the manual assessment and result compilation 

process, which also frequently includes the influence of the Examiner's subjectivity or 

variability. Most of the approaches now in use work to only partially resolve these issues 

by adding more time and labor. Adopting a consistent strategy would promote 

uniformity across examiners and would allow for a more effective response to problems 

related to evaluation and result compilation. This work offers a practical and empirically 

developed rubric-based computer assisted evaluation of subjective answer scripts. The 

proposed strategy is focused on enhancing the assessment and result compilation duties 

by minimizing/eliminating errors and examiner 

2. Ragasudha Ragasudha; M. Saravanan et al Proposed” Secure Automatic Question 

Paper Generation with the Subjective Answer Evaluation System”IEEE-2022 

The necessity for automation in the educational system is now crucial since individuals 

are leaning towards automation in the modern world to save time and make work easier. 

Both career progress and personal development depend heavily on education. Teachers 

currently work very hard to create a question paper based on the syllabus and evaluate 

the answer sheet. More time and labor must be expended manually for the question 

preparation and answer evaluation. In addition to describing safe automatic question 

paper production, this study assesses computerized answers in a subjective manner. The 

administrator must construct a database that is the form of questions with Bloom's 

taxonomy in order for the automatic question paper production to work. through the 

https://ieeexplore.ieee.org/author/37088533673
https://ieeexplore.ieee.org/author/37893222100
https://ieeexplore.ieee.org/author/38235072200
https://ieeexplore.ieee.org/author/37089370723
https://ieeexplore.ieee.org/author/37655498000
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generate. 

 

3. Chhanda Roy; Chitrita Chaudhuri et al Proposed “Case Based Modeling of 

Answer Points to Expedite Semi-Automated Evaluation of Subjective 

Papers”IEEE-2019 

 

The automation of examination systems has been the subject of past and present research. 

However, the majority of them aim for online tests that, at best, only allow for extremely brief 

descriptive or choice-based replies. In order to simplify a semi-automated evaluation process, 

this paper's main objective is to present a system in which textual papers with subjective 

question types are augmented with model response points. The suggested framework includes 

possibilities for incentive and penalty programmes as well. The examinees would receive 

bonus marks as prizes under the reward system for any additional valid points they offered. 

The examiner can add automated fairness to the checking process by gradually upgrading the 

question case-base with these additional answer-points. Unfair methods were used in the 

penalty system. 

 

3. Methodology  

There are six methodologies Namely they are Data Collection, Data Preprocessing, 

Feature Extraction, Model training, Model Evaluation, Model Deployment. 

3.1. Data Collection 

Data gathering, often known as data collection, is the process of compiling information 

or data from multiple sources for analysis, decision-making, or research reasons. The 

collection of data can be done in a number of ways, including surveys, questionnaires, 
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interviews, observations, experiments, and more. Understanding the reason for 

collecting the data as well as the kind of data required is crucial for efficient data 

collection. As a result, the best techniques for gathering the data will be determined, and 

the accuracy and dependability of the data will be guaranteed. Assuring the privacy and 

confidentiality of the data, getting participants' informed consent, employing the right 

sampling strategies to assure representative samples, and making sure that the data 

collection process is transparent are some important factors to take into account. 

3.2. Data Preprocessing 

In this module, the raw text data is cleaned and converted into a numerical representation 

that may be used as input in a machine learning model. This could entail eliminating 

stop words, stemming, representing the text as a bag of words, or utilizing other 

preprocessing methods. Pre-processing refers to the modifications done to our data 

before we give it to the algorithm. A technique for turning filthy data into clean data 

sets is data preparation. In other words, if data are gathered from various sources, they 

are gathered in an unprocessed way that prevents analysis. 

3.3. Feature Extraction 

The automated feature engineering technique of feature extraction creates new variables 

by taking existing ones from the raw data. This step's major goal is to decrease the 

amount of data so that it can be used and managed for data modeling more simply. The 

process of extracting characteristics from data based on subjective assessments or 

judgements made by users or experts on humans entails employing subjective answer 

evaluation. In disciplines like natural language processing, sentiment analysis, and 

picture or video analysis, this method is frequently applied. For instance, features can be 

derived from text data in natural language processing based on subjective assessments 
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of its sentiment, tone, or other qualities. Asking human subject-matter experts or 

crowdsourcing laborers to offer 

3.4. Model Training 

When training machine learning models, subjective response evaluation entails 

incorporating subjective ratings or judgements offered by human experts or users. This 

method is frequently applied in fields including user experience design, image or video 

analysis, and natural language processing. For instance, in natural language processing, 

language models for sentiment analysis models can be trained using subjective 

assessments or judgements of text data. To do this, either use the ratings as features in 

unsupervised learning algorithms or use them as labels for supervised learning methods. 

Similar to text analysis, machine learning models for tasks like object recognition or 

image or video categorization can be trained using subjective assessments or judgements 

of visual content. 

3.5. Model Evaluation 

The performance of a model is evaluated using a process known as subjective answer 

evaluation, which depends on human judgment or opinion. It entails inviting human 

reviewers to offer their individualized evaluations or comments regarding the model's 

results or projections. In situations when the work being done by the model is subjective 

in nature or where there is no objective ground truth available for comparison, subjective 

answer evaluation might be helpful. It can also be used to evaluate how well the model 

performs in terms of elements like readability, fluency, and naturalness. In order to 

undertake subjective answer evaluation, you would normally start by choosing a group 

of human evaluators who are knowledgeable with the task and the relevant topic. Then, 

inquiries would be made of these assessors. 
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3.6. Model Deployment 

This module involves deploying the trained model to predict the scores for new, unseen 

answers to questions. The output of this module is a score indicating the quality or relevance 

of each new answer. 

4. System Architecture  

 

Figure 1. System Archictecure  

 

 

5. Algorithm 
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5.1. Data Collection Algorithm 

 

● Determine the source of data. 

● Identify the type of data. 

● Obtain consent from participants. 

● Collect the data. 

● Clean the data. 

● Label the data. 

● Store the data. 

 

5.2. Data Preprocessing Algorithm 

 

● Tokenization: Split the text into words or tokens. 

● Stopword Removal: Remove common words that do not add much value to the 

analysis. 

● Stemming/Lemmatization: Reduce words to their root form to handle variations 

in language. 

● Part-of-speech tagging: Label each word with its part of speech, such as noun or 

verb. 

 

5.3. Feature Extraction 

 

Extract pertinent textual elements like word frequency, sentence length, or 

sentiment from the preprocessed text. 

 



Karthika. K et al                                                                    IJMRT: Volume (5), Issue 6, 2023

 

Copyrights@IJMRT www.ijmrt.in  

Page | 132 

5.4. Model Training Algorithm 

 

● Split the dataset into training and testing sets. 

● Train a machine learning model using the training set and the extracted features. 

● Optimize the model by tuning hyperparameters and evaluating performance 

metrics. 

● Evaluate the model on the testing set to measure its accuracy and generalizability. 

 

5.5. Model Evaluation Algorithm 

 

● Determine performance parameters such F1-score, recall, and precision. 

● Benchmarks and other existing models should be used to compare the model's 

performance. 

● Interpret the results and draw conclusions about the model's efficacy. 

 

5.6. Model Deployment Algorithm 

 

● Select a suitable deployment platform. 

● Prepare the data for inference. 

● Train the final model on the entire dataset or a large portion of it. 

● Save the trained model in a suitable format. 

● Deploy the saved model on the selected platform. 

● Test the deployment thoroughly to ensure that it is functioning correctly. 

● Monitor and maintain the deployment regularly. 

 

6. Result and Discussion 

 

In research paper outcome and discussion parts, subjective answer evaluation can be especially 
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crucial. It is common practice for authors to present their findings in these parts together with 

an analysis, interpretation, discussion, and conclusion. A subjective answer evaluation is 

required to assess the caliber of the author's investigation and conclusions because there is 

frequently more than one "correct" way to interpret the findings. Data must be presented in a 

logical and organized manner in the results section by writers. The quality of the data 

presentation, including the use of relevant statistical analyses and the accuracy of the labeling 

and organization of the data, may be evaluated subjectively using the answers. Authors must 

evaluate and explain their findings in the discussion section as well as talk about the 

implications and constraints of their research. 

 

 

7. Conclusion 

For online university, school, and college level exams, the Subjective Answer Checker System 

Using NLP and Machine Learning (Pariksha Software) would be useful. The majority of 

educational institutions are still offering online exams during this COVID-19 pandemic, 

however these tests only include multiple-choice questions. Our software's Subjective Answer 
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Evaluation awards marks to subjective questions based on the length of the answer, keyword 

matching, grammar check, cosine similarity, and contextual resemblance to the faculty-

provided Model answer and student response. Additionally, we created an algorithm to identify 

claims from student responses that disagree with model responses. Even while student 

responses do not exactly match model responses given by professors, our system is still able 

to evaluate responses based on context. 
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